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Abstract — This paper presents a new capture method
for laser triangulation sensors consisting in replacing
the lens with a slit—effectively making it a pinhole
camera—and exploiting diffraction effects. This new
method circumvents optical aberrations such as spherical,
defocusing, coma, field curvature, and lens distortion, as
well as lens flare to a point where it can be virtually
ignored. Moreover, using a slit reduces the number of
optical parts and simplifies the modeling of the laser
spot to find its center. To test our proposed method, we
generated data sets taking pictures with both a lens and a
slit on different materials placed on a worm gear with its
position controlled by a high-precision step motor. With
this data, we extracted the center of the laser spot with
different image processing algorithms. It was then possible
to assess the goodness of fit of the triangulation curve using
the sets of captured points by both methods. We show
that not only we circumvent the adverse effects of optical
aberrations and lens flares, we obtain a more accurate
estimation of the actual known distance of the target.
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I. Introduction

In many settings, we are interested in measuring the
distance without contact between a point on an object
and a sensor. When large distances are involved, time-
of-flight camera are typically used, where the time
between the emission of a laser and the detection of its
reflection is measured, usually with an accuracy in the
order of millimeters [1]–[4]. Laser triangulation sensors
are commonly used when centimeter-scale distances
are involved to obtain greater accuracy, well within
micrometers [5]–[11]. In such sensors, a laser beam
and a photosensitive sensor are placed at an angle to
each other. The laser beam is reflected by a target to
the photosensitive sensor, and because the horizontal
axis of the sensor is parallel to the plane defined by
the optical axis and the laser beam, the projection of
the laser spot on the sensor only moves horizontally.
Given the geometry of the system shown in Fig. 1, it
is therefore possible, using triangulation, to find the
distance c from the position of the laser spot on the
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Figure 1. Laser triangulation principle.

sensor x using the relation

c =
b sin (arctan (f/x))

sin (α+ arctan (f/x))
. (1)

Laser triangulation commonly operate with the
analysis of images taken from a sensor with a lens,
which brings some challenges in the design, calibration
and image analysis. Several researchers have proposed
different methods to address these issues. A common
approach is to angle the lens from the sensor in a
way as to exploit the Scheimpflug principle to expand
the depth of field along the laser beam [8], [12]. Some
authors duplicated the number of cameras or sensors
to make multiple readings at the same time and
perform a more detailed analysis [13]–[15]. Bickel et
al. and Häusler et al. replaced the laser lens with an
axicon—a conical Fresnel-like lens—for a better laser
depth of field [16], [17]. Žbontar et al. used a dynamic
symmetrical laser ring pattern using a fast steering
mirror for more precise distance measurements and
to reduce speckle noise [18]. Kienle et al. split the
beam in two as a way to have a reference beam to
compensate for optomechanical errors [19]. Diffraction
grating is used by Ye et al. as a mean to split the
laser spot reflection on the sensor to allow multiple
readings [20].
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All current triangulation sensors use camera lens,
which display a number of monochromatic optical
aberrations, such as spherical, defocusing, coma,
field curvature, and lens distortion, while also being
susceptible to lens flare. Even though it is possible
to compensate for some of these (often driving up
the manufacturing cost), it may exacerbate other
aberrations. One recent example, Rafael G. González-
Acuña et al. found a general formula for aspherical
lens free of spherical aberration [21], although such
lens would still be affected by other aberrations
and lens flare. All these factors complicate the
manufacture, calibration, and software and influence
the accuracy of the sensor. In addition, lenses require
many delicate parts, which can increase costs and
maintenance.

In this paper, we will show that using a pinhole cam-
era circumvents most monochromatic optical aberra-
tions and nearly eliminates lens flare, while simplify-
ing manufacturing, reducing costs, and removing the
need for software correction of aberrations, and that
the use of a slit instead of a circular aperture reduces
the influence of laser speckle.

II. Hypothesis

In papers on cameras and pinhole photography,
Young shows that using a pinhole camera offers a
theoretically infinite depth of field, or at least in
practice, greater than a lens [22], [23]. He also shows
that pinhole optics does not create any spherical
optical aberration, defocusing, coma, field curvature,
or distortion. It is also worth noting that a pinhole
can offer a viewing angle of up to 180°, which
is comparable to fisheye lenses, but without their
particularly pronounced optical aberrations [24], [25].
This wider viewing angle could potentially be used
to increase the range of a laser triangulation sensor.
On the other hand, Young notes that the pinhole
is still sensitive to astigmatism, especially when the
subject is far from the center of the field of view, in
which case the circular opening behaves as an ellipse.
Within a restricted triangulation setting, the laser
spot is constrained to move horizontally with respect
to the sensor, so the astigmatism is symmetrical on
the horizontal axis. Young shows, however, that the
pinhole is still sensitive to chromatic aberrations.
Fortunately, for an apparatus using a monochromatic
camera, a bandpass filter, and a monochromatic laser,
these aberrations can be neglected. In any case, a
pinhole camera minimizes the possibilities of optical
aberrations in the system, and simplifies the optical
correction algorithms. Furthermore, since the number
of optical parts is reduced, and since the pinhole acts
as a spatial filter, the lens flare should dramatically
decrease.

Figure 2. Left: the laser spot on sensor, right: slit
diffraction pattern (contrast exaggerated for display

purposes).

If we filter all light except for the laser wavelength,
we will observe an Airy diffraction pattern on the
sensor [26]. This would facilitate finding the center
of the laser spot, since the diffraction pattern is
symmetrical and does not depend on the uniformity
of the spot. For a constant intensity, wavelength,
and aperture, only the angle of the spot with
respect to the aperture determines the position of
the pattern on the sensor. Unfortunately, diffraction
is particularly sensitive to speckle, a phenomenon
in which laser light, after being reflected from a
microscopically imperfect surface, becomes out of
phase and interferes with itself, introducing noise.
Ultimately, sensors using lasers are fundamentally
limited by speckle [27]–[29].

To alleviate this problem, we will use a vertical slit
rather than a circular aperture, retaining advantages
previously cited, without additional complexity. We
move from a radially symmetrical pattern to a pattern
that is symmetrical only on the horizontal and vertical
axes. This new diffraction pattern is in the same
orientation as the slit, as shown in Fig. 2, and allows
for a line-by-line analysis. This could potentially
reduce the effect of speckle by averaging errors in each
of the image’s lines. Although the diffraction pattern
will spread when the spot moves away from the
center of the field of view, it will remain symmetrical,
and thus will not cause any significant problems for
analysis.

Therefore, our hypothesis is the following: replacing
the lens with a slit improves the accuracy and range of
laser triangulation sensors by bypassing most of the
optical aberrations of lenses, by decreasing internal
reflection, and by exploiting diffraction patterns for
image analysis. As a bonus, it would reduce the
manufacturing and maintenance costs, and it may
reduce the need for fine calibration for these sensors.

III. Methodology
In order to generate experimental data, we built

a motorized linear displacement table controlled by
a desktop computer. It consists of a carriage that
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Figure 3. Top view of the experimentation table. ¬ is
the step motor,  is the worm gear, and ® is the target

carriage.

can support different targets, placed on a worm screw
controlled by a 6400 microsteps motor. This assembly
moves the target by intervals as small as 25 um
without loss of precision. Indeed, after moving the
carriage 25 µm 60000 times over 150 cm (the length
of the worm screw), the error is under 1 mm. Thus,
the precision of the displacement for one step is
25 µm ± 0.017 µm.

The laser and the camera module are placed
above the motor 30 cm apart. We use a 5 mW
650 nm red laser, a common choice for this type of
application. A 650± 8 nm bandpass filter is placed in
front of the camera lens. The CMOS monochromatic
camera resolution is 1920× 1080 pixels, with a region
of interest of 1920× 600 pixels. The camera uses
a 4.8× 3.6 mm global shutter image sensor [30],
[31]. We chose a Computar C-Mount 50 mm lens
with an aperture of f/1.8. The 0.2× 3 mm slit
is also placed 50 mm from the camera sensor.
The slit dimensions seem to be a good compromise
between minimizing speckle noise while maximizing
the diffraction pattern brightness on the sensor. We
did not use the Scheimpflug technique when capturing
images with the lens in order to demonstrate that the
slit has a greater depth of field. Fig. 3 shows the
experimentation table.

Images were captured using the same desktop
computer that controls the motor. The captures were
done at regular intervals of 25 µm, from a distance of
60 cm to the sensor over a range of 42 cm. The reading
intervals correspond to the useful field of view of the
sensor, in other words, when the laser spot happens to
be fully captured. The slit field of view is wider than
the lens’, but both begin at 60 cm from the sensor. The
pictures were labeled with their relative displacement,
which allows to compare the results of the calculation
with the real displacement. The capture was done with
different materials: brushed metal, unevenly rusted
metal, light wood, printer paper, black electrical tape,
and microfiber cloth.

Each image was analyzed to find the laser spot
center. A preliminary step is to attenuate sensor noise.
First, the black threshold, 0 6 t 6 1, is estimated
for each image using the average intensity, excluding

Table I. Error Measurement Values
Lens Slit

Material MAX
µm

MAE
µm

MAX
µm

MAE
µm

Brushed Metal 904 182 509 114
Rusty Metal 777 167 651 158
Light Wood Plank 651 151 429 71
Printer Paper 716 144 466 81
Black Electric Tape 1197 274 732 136
Microfiber Fabric 646 156 592 122

a strip containing the laser spot, whose position
is estimated using the centroid. Each pixel value
0 6 mij 6 1 is corrected for the black threshold by

nij = max (0,mij − t) . (2)

For the experiments with the slit, and without loss
of generality, the strip was chosen to be 128 pixels
wide, and 600 pixels high—the complete height of
the captured image. Because the pattern is circular
with the lens, a wider 320× 600 region was retained.

Ross describes some typical ways of finding the
center of a laser spot captured with a lens [32]. We
chose the least squares regression of the Gaussian
function

e−||r||2 , (3)

where r is a linear transformation applied to the
coordinates of the image plane:

r =

[
σxx σxy

σyx σyy

] [
x− µx

y − µy

]
. (4)

We explicitly fit for the covariances σxx, σxy, σyx, σyy,
and the center of the spot in the image (µx, µy).

For images captured with the slit, we compute the
horizontal center for each line using the least squares
regression of the Gaussian function

e
−
(

x−µ
σ

)2

, (5)

and finally average all the centers. Averaging the
centers should cancel part of the errors from the
true center, thus providing a better approximation.
The algorithm only needs to determine the horizontal
center, since, by hypothesis, the diffraction pattern
moves only horizontally.

IV. Results
After fitting Eq. (1) using a least squares regression

on the lens and slit centers, we compute the error
between the model predictions and the actual target
distances. Fig. 4 shows an example of these differences.
In Fig. 4a, the spike near the middle of the graph
is mostly explained by lens flare, while the lens
distortion influences the fit in the range’s extremities.
In contrast, Fig. 4b show that the slit is much
less affected by internal reflection and free of lens
distortion. Fig. 4b, however, show some degradation



0 100 200 300 400
Target Displacement (mm)

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00
Er

ro
r

(m
m

)

(a)

0 100 200 300 400
Target Displacement (mm)

−1.00

−0.75

−0.50

−0.25

0.00

0.25

0.50

0.75

1.00

Er
ro

r
(m

m
)

(b)

Figure 4. Model prediction errors for (a) lens captures and (b) slit captures on white paper.

in prediction quality as the target moves away. This
may be partly due to the fact that the capture with
a slit is darker than with a lens. As the target moves
away, it becomes more difficult to detect, especially if
the target is poorly reflective. Table I compares and
summarizes the prediction errors of the lens and the
slit according to the maximum deviation (MAX) and
mean absolute error (MAE) measures with different
materials.

V. Conclusion

It can be seen that the lens capture is sensitive to
optical aberrations of distortion and lens flare, while
the slit is not. This is especially relevant on the border
of the camera sensor, and combined with a naturally
wider viewing angle, the slit offers a better capture
range. Although it is slightly less precise than the lens,
it is overall more accurate. The error metrics show
that the slit is still better in average, confirming our
hypothesis.

However, precision and accuracy are limited by
the nature of the surfaces. For example, rusty metal
and microfiber cloth yield less accurate readings than
other materials, but the slit is still better than the
lens, as we can see in Table I. This is expected
since highly textured and heterogeneous surfaces are
problematic for laser triangulation in general [8]. This
issue is exacerbated for the slit, as these surfaces also
amplify laser speckle.

The slit simplifies triangulation sensors, both in
hardware and in software. One could imagine a sensor
made only of a laser, a filter for the wavelength of
this laser, a vertical slit and a photosensitive sensor.
Manufacturing would be simpler and less expensive,
and very likely for better accuracy.

Some disadvantages of using a slit instead of a lens
is that the image is darkened and affected by speckle
noise, which lowers the signal-to-noise ratio. When
using a material that absorbs a lot of light and is far
from the sensor, it can be harder to precisely detect

the laser spot, reducing the sensor range. It would
be interesting to further study and better quantify
the signal-to-noise ratio of the lens and the slit and
compare the results. This problem could be mitigated
by using a more sensitive light sensor, by using a
brighter laser, or by using a longer exposure time,
for example. Furthermore, a shorter wavelength laser
(e.g. ultraviolet) could reduce the speckle and provide
a better resolution as well.

A possible software improvement could be to model
the laser spot more accurately, for example using the
Fraunhofer, or the Fresnel approximations [33], which
would take into account the diffraction pattern fringes
and might help with the sensor precision. It would
also be interesting to explore different laser shapes,
such as Micro-Epsilon’s optoNCDT LL speckle-less
line sensor. It might also be intriguing to see if the
slit is viable in a material profiling context with a
laser profile sensor, rather than a laser point sensor.
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